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Comparison Ratio of NO2 and O3 in 
Suspended Particulate Matter Using 

Machine 
Learning Methods at DG Khan 

 

Abstract 

Total carbon monoxide, dioxide and suspended particulate matters in the town of DG Khan, 

Pakistan. In DG Khan it was developed computer models to prevent AQIs that enable the 

modelling of complex, unsupervised processes within the training framework. Machine algorithms 

forecast air quality indexes in the DG Khan. The models can: (1) learn from pollutants; (2) 

afterwards use actual data; and (3) ultimately handle uncertainties linked to monitoring both APs 

and meteorological factors. These models are:  Random Forest and Support Vector Machine, as 

well as ranking methods of determining top pollutants such as the suspendedNO2, and the 

meteorological Dg Khan particles with diameters that are generally micrometers and less, such as 

Suspended Particulate Materials, NO2 and O3 inhaled inhalable parts] to PM10 inhaled parts of 

DG Khan Machine study algorithms for the calculation of air pollution index calculation 

techniques, various algorithms used: ANN, k-Nearest Neighbor' Algorithm, linear return and 

SVM. The experiment was carried out in the city of DG Khan using a dataset. 

A. Background: 

The most common health danger is suspended particulate matter. These particles may enter 

the lungs deeply and some may even reach the circulation. Such particles may damage the lungs 

and heart of a person. The objective of this study is to compute the NO2 and 03 ratio of suspended 

particulate matter in DG Khan using machine learning methods. It also emphasizes the 
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fundamental concepts of machine learning techniques and their function in improving their 

prediction performance. Air pollution is projected to kill seven million people globally year, 

according to the World Health Organization. WHO data indicates that 9 out of 10 individuals 

respire air, with poor and medium-income nations having the greatest exposures that exceed the 

WHO guideline limits containing high amounts of contaminants. Air pollution is caused by various 

particles. My research focuses on N03 and NO2, both of which may induce pulmonary illness with 

suspended particles NO3 and NO2. The egregious abuse of WHO statistics indicates that 6% of 

fatalities are caused by public exposure to air pollution in Pakistan India and Iran. 70% of the 

global air traffic and carbon dioxide pollution in many metropolitan areas is fully regulated. 

Carbon monoxide substitutes hemoglobin oxygen for 200 and produces a shortage of oxygen. The 

exposure of pollutants and particles, which has raised the interest in air pollution and its impact in 

the scientific community, has a direct effect on human health in particular. Burning fossil fuels, 

agriculture, factory and industrial waste, home heating and natural catastrophes are the major 

factors linked with air pollution (Wu, 2003).  

The Air Quality Index (AQI) is an indicator for evaluating the cleanliness and 

unhealthiness of air and the related health consequences particularly for groups of risk. It focuses 

on health consequences which may occur within a few of hours or days after exposure to 

contaminated air. The maximum individual AQI is determined based on the aforementioned 

criteria of contaminants. The creation of a provision system will allow the AQI to be more flexible 

and beneficial for people's health depending on the concentrations of the particular polluter, which 

can anticipate air quality hourly. Consequently, systems that can produce air quality alerts are 

necessary and essential to communities. They may also play a significant part in health warranties 

when atmospheric pollution levels may exceed the set limits, for example by enabling 
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environmental authorities to reduce emissions on demand, operational plan or even to respond to 

emergencies (Vallero, 2011). 

 

B. Literature Review 

In some ways, the Air Quality Index (AQI) may be thought of as a communication channel 

between weather agencies and the general public since it defines the air quality in a certain region. 

Generally speaking, it may be described as a broad measure that represents the quality of the air 

in the immediate vicinity (Laskov, 2004). The health risks linked with air and particle pollution 

are represented by this symbol. Describe the air quality in a straightforward and comprehensible 

manner. It is an approach that is comprehensible (Albritton, 1998). These indicators allow the 

general public to monitor air quality at the local, regional, and national levels without having to 

grasp the specifics of the underlying data (Lopman, 2012). People should be informed about air 

pollution so that they may take appropriate precautions to protect themselves from the negative 

impacts of pollution. The second aim is to increase public knowledge of the consequences of 

existing air pollution exposure and to encourage changes in both attitudes and actions. In addition, 

there are government policies. Color schemes, graphs, names of air quality categories (such as 

excellent, medium, or poor), and other messages are utilized in conjunction with the AQI, despite 

the fact that the number alone represents specific elements of air quality (Albritton, 1998). Explain 

the anticipated effect of the index at various levels, as well as the actions that individuals may take 

to minimize the likelihood of being affected. When this is done, the findings will almost always 

indicate which particular regions are most at risk of becoming more dangerous (Semenza, 2004). 

As a result, it is illogical to believe that the same air quality index works on a worldwide scale. In 
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1976, the United States Environmental Protection Agency (USEPA) established the "Pollutant 

Standard Index (PSI),".  

Pakistan's urban air pollution is among the worst in the world, and it has a major negative 

impact on human health as well as the country's economy. Islamabad is the most urbanized nation 

in South Asia, and the country is experiencing fast motorization as well as rising energy 

consumption (Afroz, 2003). Air pollution, especially in major metropolitan areas, has a negative 

impact on the health and quality of life of the people, as well as contributing to environmental 

deterioration. Several times higher than the World Health Organization's (WHO) air quality 

recommendations were recorded for suspended particulate matter (SPM) (NO2), and lead (Pb). It 

is estimated that air pollution is responsible for more premature deaths and illnesses in Pakistan 

than any of the other high-profile sources of public health issues that get considerably more 

attention in the country, such as traffic accidents (Jiang, 2015). 

The mean metal concentrations in the atmosphere in DG Khan are much greater than in the 

surrounding environment and in European metropolitan areas, mostly as a result of human activity. 

Industrial metals such as iron, zinc, manganese, and potassium exhibited strong connections, while 

lead is linked with cadmium due to the fact that they both come from the same source (Clark, 

2013). The principal component and cluster analyses showed that vehicle emissions, industrial 

operations, combustion processes, and mineral dust were the most significant contributors of 

airborne particles pollution in the atmosphere. The results of the comparative research show 

significant amounts of trace metals in the air (Peng, 2007). The fundamental statistical data showed 

that the components varied in a wide range of ways depending on the season in question (Biggio, 

2011). Major pollution sources in DG Khan's atmospheric aerosols have been identified as 

automobile emissions, windblown soil dust, excavation operations, and biomass burning, and 
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industrial and fugitive emissions. This area's concentrations of airborne trace elements are 

generally extremely high when compared to other areas, suggesting that the local people may be 

at risk for health problems as a result of these elevated concentrations of trace elements (Perez, 

2012). 

C. Methodology 

When dealing with enormous amounts of data, often known as "big data," machine learning 

(ML) is the process of extracting valuable information from the data. This process of learning 

results in the development of the capacity to make intelligent choices or to anticipate forthcoming 

or future data sources (Sivasakthivel, 2011). As a result, machine learning has the capacity to 

create techniques or tools that may be utilized to find previously undiscovered patterns from 

provided (i.e. observed) data in order to complete a certain job or solve a problem. Following that, 

the model that has been developed may be utilized to forecast fresh data or information. The 

general method of machine learning is shown in Figure 1. 
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Figure 1: Processing of Machine learning (ML) techniques 

When dealing with enormous amounts of data, often known as "big data," machine learning 

(ML) is the process of extracting valuable information from the data. This process of learning 

results in the development of the capacity to make intelligent choices or to anticipate forthcoming 

or future data sources (Sivasakthivel, 2011). As a result, machine learning has the capacity to 

create techniques or tools that may be utilized to find previously undiscovered patterns from 

provided (i.e. observed) data in order to complete a certain job or solve a problem. Following that, 

the model that has been developed may be utilized to forecast fresh data or information. The 

general method of machine learning is shown in Figure 1. 

It is important to note that data mining tasks may be divided into two types: (1) classification 

tasks, in which the goal class to be predicted is nominal, and (2) regression tasks, in which the 

target class to be forecasted is numerical (the work of this thesis). Not all learning algorithms are 

capable of dealing with the two groups (Elbastawesy, 2020). Machine learning algorithms have 

been suggested in huge numbers of papers in the literature. Single learner algorithms and ensemble 

learner algorithms, often known as Meta learner algorithms, are two types of methods that may be 

split into two subcategories (Wang, 2006). 

     The artificial neural network is the next technique that has been chosen for this research. 

Because it was the first algorithm ever created, the ANN is not only regarded as the “universal 

approximate,” capable of accurately estimating any arbitrary function, but it is also regarded as the 

originator of the most recent advancement in the artificial intelligence field, known as deep 

learning or deep neural networks (Allen, 1990). In the process of information learning, the neural 

network mimics the structure and networks of the human brain by using artificial neural networks. 
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For a person, learning new things is accomplished via the training of biological neurons in the 

brain through the use of examples, from which the information acquired will subsequently be 

stored in memory. As part of an artificial neural network (ANN) training, a large quantity of data 

is fed into the artificial neurons, and the network is modified to provide a better response, or more 

precisely output, for example, in a prediction or recognition job (Ashmore, 1991). The network is 

adjusted by changing the weights (wi,1, wi,2, wi,3,     , ) that each neuron has, as well as the biases 

that serve as the adder for each summation process, which are all updated simultaneously.  

There are two components to it. NO2 and O3 are two characteristics that are independent of 

one another. The index of air quality is a dependent characteristic. Because the air quality index is 

computed using these two variables. Because the data is numeric and there are no 
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missing values in the data, there is no need to do any preprocessing. Because our objective is to 

forecast the AQI, either classification or regression will suffice for this job. As a result, since our 

class label is continuous, we must use the regression method. 

 

Predictive modelling, often known as regression, is a method for fitting data to a specified range 

of values. Python's regression methods are described in detail here: 

 

• Random Forest Regressor 
 

• Ada Boost Regressor 
 

• Bagging Regressor 
 

• Linear Regression etc. 
 

Table 1: Excel file with a sample of the dataset 

 

Dera Ghazi Khan District Year Month Date O3 NO2 

      

Rajanpur 2021 September 18 14 3 

    39 µg/m³ 5 µg/m³ 

      

Muzaffargarh 2021 September 18 19 5 

    55 µg/m³ 7 µg/m³ 

      

Layyah 2021 September 18 40 7 

    83 µg/m³ 14 µg/m³ 

      

DG Khan 2021 September 18 30 2 

    67 µg/m³ 4 µg/m³ 
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The Air Quality Index (AQI) captures the daily pollutant parameters in accordance with the DG 

Khan City Standard (2021). The Excel dataset has been enhanced by the addition of a new attribute 

column that has a binary categorization (The Area is Polluted or Not Polluted). There was an 

additional column added to indicate the name of the most effective pollutant and, therefore, the 

categorization values. In addition, one of the two contaminants or sources of contamination should 

be labelled. The characteristics are independent factors, and they all have an impact on the 

dependent variables (class label), which are also independent variables (pollution column). 

 

 

 

 

Table 2: DG Khan Divison Levels.  

D. Air Quality Scale 
 
 

Excellent 
 

0–19 

 

The air quality is acceptable for most people; enjoy your regular outside activities. 
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Fair 
 

20–49 

 

The air quality is usually considered to be satisfactory by the majority of people. Long-term 
exposure, on the other hand, may cause mild to significant symptoms in those who are sensitive to 
it. 
 

Poor 
 

50–99 

 

The air has reached a dangerously high level of pollution, making it unsafe for sensitive populations 
to breathe. If you are experiencing symptoms like as difficulty breathing or throat discomfort, you 
should limit your time spent outdoors. 
 

Unhealthy 
 

100 – 149 

 

Sensitive populations may experience health consequences very quickly. Individuals in good health 
may have difficulties breathing and throat discomfort after being exposed for an extended period of 
time. Limit your time spent outside. 
 

Very Unhealthy 
 

150 – 249 

 

Sensitive groups will have immediate health consequences and should refrain from engaging in 
outdoor activities. If you're in good health, you may have difficulties breathing and throat 
discomfort. Consider remaining inside and postponing outside activities. 
 

Dangerous 
 

250+ 

 

Any exposure to the air, even for a little period of time, has the potential to have severe health 
consequences for everyone. Avoid engaging with outdoor activities. 
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E. Discussion  

To develop a predictive model for atmospheric air quality, almost all recent research in the 

field of atmospheric air quality prediction and modelling have used an artificial neural network 

(ANN). The explanation for this may be traced back to the established characteristics of typical 

atmospheric ozone concentration datasets. As a result, the majority of researchers in this field have 

restricted their investigations to the use of ANN and SVM. ANN and SVM have been utilized in 

a number of researches, which are summarized in the following section of the literature. It should 

be emphasized that just a few researchers tried to use various machine learning methods and 

conducted comparisons using artificial neural networks. As well as utilizing machine learning to 

improve air quality predictions, other research projects have shown the model's ability to do a 

sensitivity analysis, among other things (Hasan, 2021). 

F.  

A Neural Network was one of the methods that was investigated and compared to the other 

statistical tools available. However, the majority of the attention was paid to statistical tools alone. 

The study came to the conclusion that only techniques capable of dealing with non-linear data 

were able to provide an acceptable outcome. As a result, it has been shown that the Neural Network 

performs the best. The findings of this study showed that Neural Networks may be used to analyses 

non-linear datasets. Thus, the researchers who wrote the articles in this section acknowledged the 

findings of this study as the inspiration for their use of neural networks in their research (Hamdi, 

2019). 

G. Conclusion 

Due to increasing urbanization, industry, and modernization, together with regular dust 

storms, the ambient air quality in DG Khan has deteriorated. According to the computed AQI (air 

quality index) values, the goal of this research is to identify the most important atmospheric air 

pollutants, with a focus on their potential harm to human health and environmental quality. 

Between January 2012 and September 2021, five mobile air quality monitoring stations were 

deployed throughout the country to collect data on particulate matter (PM10), fine particulate 

matter (PM2.5), ozone (O3), sulphur dioxide (SO2), nitrogen dioxide (NO2), and carbon monoxide 

IJSER

http://www.ijser.org/


 
 
 
International Journal of Scientific & Engineering Research Volume 13, Issue 5, May-2022                                                                       834 
ISSN 2229-5518  
 

IJSER © 2022 

http://www.ijser.org 

 
 
 

(CO). According to the findings of this research, PM10 and PM2.5 are the most harmful air 

pollutants in DG Khan, with PM2.5 being the most prevalent during September 2021 and PM10 

being the most prevalent during August 2012, respectively. Evaluation of spatial variability of 

particle matter in five governorates was carried out using the AQI categories corresponding to each 

governorate. The influence of climatic variables such as ambient air temperature, wind speed, 

relative humidity, and total precipitation on ambient air quality was examined. Research presented 

in this thesis aims to investigate the most effective and accurate modelling, prediction, and 

forecasting approaches for the determination of ground level ozone concentration, employing the 

most recent generation of machine learning algorithms, in particular ensemble learning algorithms, 

for the determination of ground level ozone concentration (Beygelzimer, 2006). 
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